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Abstract
The primary focus of our workshop is on exploring ways to
enable inviscid text entry on mobile devices. In inviscid text
entry, it is the user’s creativity that is the text-creation bottle-
neck rather than the text entry interface. The inviscid rate is
estimated at 67 wpm while current mobile text entry meth-
ods are typically 20–40 wpm [19]. In this workshop, partic-
ipants will discuss and demonstrate early work into novel
methods that allow very rapid text entry, even if such meth-
ods currently are quite error-prone. In addition to submit-
ting a position paper, participants are strongly encouraged
to bring a demo to present during the workshop’s interac-
tive Show-and-Tell session. As well as exploring new entry
methods, the workshop will discuss experimental tasks and
evaluation methodologies for researching inviscid text en-
try. Looking beyond the speed of entry, the workshop will
explore often overlooked aspects of text entry such as user
adaptation, post-entry correction/revision/formatting, entry
of diverse types of text, and entry when a user’s input or
output capabilities are limited. Finally, the workshop serves
to strengthen the community of text entry researchers who
attend CHI, as well as provide an opportunity for new mem-
bers to join this community.
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ACM Classification Keywords
H.5.2 [Information interfaces and presentation]: Input de-
vices and strategies

Background
Text entry is central to our interaction with computers and
this is no less true for mobile use than traditional computer
use. Whether it be social networking, writing documents,
composing love letters, or writing business emails, text
forms the core to much of our interaction. Currently text en-
try on mobiles is artificially limited by the input methods and
is often frustratingly slow and erroneous. In 2014, Kristens-
son and Vertanen [19] challenged the text entry community
to reach the inviscid text entry rate — the rate at which our
ability as humans to compose text is the limiting feature
rather than the entry method being a restricting pipe to the
flow of our ideas. They estimated this rate to be 67 words-
per-minute (wpm), much higher than the typical mobile text
entry rates of 20–40 wpm reported in studies.

Mobile text entry is a fundamentally challenging activity
for users: our fingers are too blunt an instrument for accu-
rate entry on small devices (known as the “fat finger prob-
lem” [13, 22]), flat glass devices give too little feedback (e.g.
[12]), and people are often entering text while on the move
or in busy environments (e.g. [5, 11]).

Together these problems make mobile text entry slow and
error-prone. To compensate for this, powerful language
models are often used to predict a user’s entry based on
the linguistic context (e.g. [26]) and to enable novel text
entry approaches (e.g. [27, 1]). However, these language
models can introduce “auto-correction mistakes” where ap-
parently random, and sometimes socially inappropriate,
words are inserted into the input stream instead of the in-
tended words (e.g. [16, 21]). This forces users to trade-off

speed of entry against checking both their own entry and
the model’s predictions. This constant checking comes at a
considerable cost: in terms of keystroke models, one men-
tal response to check an entry takes about the same time
as entering an entire word at 20 wpm [2, 7]. The checking
for and, sometimes, embarrassment of sending incorrect
text is also a major frustration to users that can restrict their
use of mobiles. At the very least, it impairs interaction.

While targeting the inviscid rate for plain text entry chal-
lenges us to produce fast solutions, there are wider issues
associated with text entry on mobiles that need to be ad-
dressed to give users powerful, fluid and task-appropriate
text entry. Prominent amongst these are supporting cor-
recting, editing and reworking text (e.g. [9, 23]), formatting
of text (e.g. [6]), supporting personalization and context-
awareness (e.g. [8, 14]), and supporting entry of non-alphabetic
characters and non-Latin characters (e.g. [10]).

The inviscid challenge raises methodological issues for the
evaluation of text entry interfaces. While some recent work
has started to look at composition tasks (e.g. [25]), the do-
main is still largely dominated by controlled lab experiments
in which users copy set phrases (e.g. [20, 24]). While copy-
ing phrases provides a controllable and reproducible task
for studies, this approach effectively eliminates the com-
position mental load that could artificially inflate claims of
speed (e.g. [15]). Furthermore, the controlled setting elimi-
nates much of the real-world context that affects entry (e.g.
location, mobility, recipient, and nature of the message).

This workshop aims to address two key questions:

• How do we develop fast and fluid text entry methods that
support a wide-spectrum of text entry activities?

• How do we evaluate these text entry methods appropri-
ately?

Workshop Summary #chi4good, CHI 2016, San Jose, CA, USA

3470



Organizers
The organizers are all widely published experts on text en-
try. They have all published extensively in the HCI text entry
community and often collaborate with researchers from a
variety of communities, such as Augmentative and Alterna-
tive Communication (AAC), Natural Language Processing
(NLP), and speech recognition.

Keith Vertanen is an Assistant Professor at Michigan Tech-
nological University. He specializes in designing intelligent
interactive systems that leverage uncertain input technolo-
gies. This includes input via speech, touchscreens, and
eye-gaze. A particular focus of his research is on systems
that enhance the capabilities of users with permanent or
situationally-induced disabilities. Dr. Vertanen is the main
contact person for this workshop.

Mark Dunlop is a Senior Lecturer at the University of Strath-
clyde. He has been publishing in mobile text entry since
1999 and is currently running a research council project
on text entry for older adults. His interests include both the
underlying algorithms for smarter predictive text entry and
novel solutions for user input on varying devices. As well as
academic research, he has conducted usability studies on
mobile text entry for commercial developers.

James Clawson is a Post-doc researcher at the Georgia
Institute of Technology. His thesis research focused on im-
proving text input on mini-qwerty keyboards. In addition
to studying mini-qwerty keyboards, his text entry publica-
tions include investigations of chording, on-the-go usage,
eye’s-free text entry, automatic error correction, and the at-
tentional demands of inputting text on mobile devices.

Ahmed Sabbir Arif is a Postdoctoral Research Fellow at
Ryerson University. He holds a Ph.D. in Computer Sci-
ence from York University. His doctoral research focused

on the prediction and the reduction of the impact of errors
in text entry. In addition, he has worked on a wide-range
of projects, both independently and in collaboration with
academic and industrial research labs. He has published
papers on predictive, pressure-based, gesture-based, no-
madic, and multi-modal text entry, error prevention, and
metrics for text entry.

Per Ola Kristensson is a University Lecturer in Engineer-
ing Design in the Department of Engineering at the Uni-
versity of Cambridge and an Honorary Reader at the Uni-
versity of St Andrews. He co-invented and helped com-
mercialize the gesture keyboard text input method (known
as ShapeWriter/T9 Trace/Flext9 and Swype). He has pub-
lished papers on text entry via styli, touch-screens, speech,
and multimodal signals.

Website
Our workshop website is located at http://www.textentry.org/
chi2016. The site includes the call for participation, a copy of
this workshop proposal paper, and links to the organizers.
Details of the one-day workshop program will be posted
once details are finalized. The website also provides details
about how to subscribe to the text entry research mailing
list that will be established prior to the workshop.

Pre-Workshop Plans
We have written a Call for Participation that we will send to
several mailing lists, such as CHI-ANNOUNCEMENTS, but
also to specialist AAC, NLP, and machine learning lists in
an effort to solicit broad participation. To this end, we will
also identify text entry researchers outside HCI who may
be interested in participating and encourage them to write
a position paper. Position papers will be peer-reviewed by
at least two workshop organizers. Final acceptance deci-
sions will be made at a program committee teleconference
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meeting. All authors will receive detailed reviews.

For authors planning to demo a text entry method at the
Show-and-Tell session, where feasible, we will coordinate
advance distribution of prototypes to other participants. The
advantage to authors of preparing a prototype in advance
is that they will likely get higher quality feedback from other
workshop attendees. This is especially true as it relates to
the learnability and long-term performance potential.

Workshop Structure
This is a full one-day workshop. It will be structured as a
series of three panel discussions and an interactive Show-
and-Tell session. Each panel focuses on a particular theme:

1. Inviscid entry methods. This theme focuses on plausi-
ble but perhaps preliminary work into entry methods that
allow users to enter text at very fast rates. This theme
might include topics such as abbreviated input, bimanual
input, input strongly influenced by a user’s context, etc.

2. Experimental methodology. Inviscid text entry seeks
the free flow of information from a user’s brain into the
computer. This panel discusses issues related to the ex-
perimental tasks and methodologies most appropriate for
comparing and benchmarking inviscid text entry meth-
ods. This theme might include discussion about how to
break away from the text-copy task which dominates text
entry research.

3. Going beyond entry speed. This theme aims to explore
topics that are often neglected in text entry research.
This theme might include topics such as supporting
post-entry formatting/correction/revision, entry of diverse
types of text (numbers, symbols, multiple languages,
texting language), entry when a user’s capabilities are
limited due to situation or disability, learning from a user’s
past successes or failures, etc.

Each panel discussion will last 80 minutes and will have
a moderator and a group of panelists. The moderator will
introduce the topic and panelists will give a focused posi-
tion statement. The moderator will then chair a discussion
between panel members and the audience on the topic.
Panelists will be chosen based on their expertise, submitted
paper, and ability to create a diversity of opinions.

The Show-and-Tell session is a new feature of this year’s
workshop. We strongly encourage authors of position pa-
pers to bring a working prototype of their work. During the
Show-and-Tell session, other workshop participants will
be able to try out different entry methods or evaluation ap-
proaches. We anticipate this will provide participants with
valuable feedback and stimulate ideas for future improve-
ments. Where feasible, we will coordinate distribution of
participants’ demo apps prior to the workshop. This has the
potential for allowing participants to receive deeper feed-
back based on others having spent a more substantial time
working with a particular method. If enough participants
submit prototypes in advance of the workshop, we will or-
ganize an informal “bake-off” during the Show-and-Tell ses-
sion to test methods head-to-head.

As some participants may not have work of the nature or
maturity to be demonstrated, the Show-and-Tell session
will also have poster presentations. This will provide partic-
ipants, especially newcomers to the field, an opportunity to
obtain feedback about their current work as well as spark
new collaborations and stimulate ideas for future directions.
The Show-and-Tell session will last for two hours.

At the conclusion of the workshop, we will have a 30-minute
discussion summarizing the day and soliciting feedback
from participants about this year’s workshop as well as
ideas for future events.
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Post-Workshop Plans
We expect several important outcomes from this workshop.
First, this workshop continues our effort to build a commu-
nity of text entry researchers centered at CHI. Currently text
entry researchers are scattered across different communi-
ties and often are unaware of progress made in neighboring
fields. We know the interest is there and this workshop will
help leverage the momentum we gained during the previous
successful text entry workshops held at CHI’12 [18], CHI’13
[17], CHI’15 [3], and the CHI’14 text entry SIG [4].

Second, authors of accepted workshop papers will be en-
couraged to place their position paper on the workshop’s
website. Additionally, we will encourage participants with
demos to submit a short video for inclusion on the web-
site. We will offer to record and edit videos of demos during
the Show-and-Tell for participants who would like to have a
video published but have not produced one on their own.

Third, we hope the workshop will yield a variety of future-
looking visions of inviscid text entry interfaces. While such
work may be preliminary, when presented in concert, the
visions may constitute an interesting survey of the possi-
bilities and highlight future research directions. Workshop
participants will be encouraged to combine their preliminary
work from their position papers to create a cohesive joint
publication for submission to a suitable venue.

At the end of the last session, participants will fill out a
survey about their experiences at the workshop including
whether participation influenced their decision to attend
CHI’16. We will also solicit feedback on possible themes for
future workshops and ideas for other community events. To-
wards our community-building goal, workshop participants
will be encouraged to join a text entry research mailing list
that we will establish prior to the workshop.

Call for Participation
Workshop website: http://www.textentry.org/chi2016

Early submission deadline: December 11, 2015
Normal submission deadline: January 13, 2016

We invite position papers for the CHI 2016 Workshop on
Inviscid Text Entry and Beyond. This one-day workshop
offers an interdisciplinary forum for both practitioners and
academics interested in text entry in its many forms and
varieties.

A particular interest this year is on exploratory work into
inviscid text entry. In inviscid text entry, it is the user’s cre-
ativity that is the text-creation bottleneck rather than the text
entry interface. We welcome early work into novel methods
for very rapidly entering text, even if such methods currently
are quite error-prone. We are also interested in experimen-
tal tasks and evaluation methodologies for investigating
inviscid text entry. Finally, we welcome topics going beyond
entry speed, e.g. learning from a user’s prior successes or
failures, post-entry error-correction and formatting, entry
of diverse types of text, and entry when a user’s input or
output capabilities are limited.

Participants will be selected on the basis of the quality
of their position paper. At least one author must register
and attend the workshop. All workshop participants must
register for both the workshop and for at least one day of
the CHI 2016 conference. Participants will be invited to
present a position statement on at least one panel. Par-
ticipants are strongly encouraged to bring a demo and/or
poster to present during an interactive Show-and-Tell ses-
sion. For further information, see our workshop website at
http://www.textentry.org/chi2016.
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How to submit:

• Write a position paper in the CHI Extended Abstracts
Format (maximum four pages excluding references).
Papers should include a brief biography. If you plan to
participate in the Show-and-Tell session, describe what
you plan to present.

• Email your position paper in PDF format to
textentry2016@gmail.com

Important dates:

• Early submission deadline: December 11, 2015.

• Early acceptance notification: December 21, 2015.

• Normal submission deadline: January 13, 2016.

• Normal acceptance notification: February 12, 2016.

• Workshop: May 7 or 8, 2016.

Organizers:

• Keith Vertanen, Michigan Technological University, USA.

• Mark Dunlop, University of Strathclyde, UK.

• James Clawson, Georgia Institute of Technology, USA.

• Per Ola Kristensson, University of Cambridge, UK.

• Ahmed Sabbir Arif, Ryerson University, Canada.

References
[1] Christoph Amma, Marcus Georgi, and Tanja Schultz.

2012. Airwriting: Hands-Free Mobile Text Input by

Spotting and Continuous Recognition of 3d-Space
Handwriting with Inertial Sensors. In Proceedings of
the 2012 16th Annual International Symposium on
Wearable Computers (ISWC) (ISWC ’12). IEEE Com-
puter Society, Washington, DC, USA, 52–59. DOI:
http://dx.doi.org/10.1109/ISWC.2012.21

[2] Stuart K. Card, Thomas P. Moran, and Allen Newell.
1980. The Keystroke-level Model for User Performance
Time with Interactive Systems. Communications of the
ACM 23, 7 (July 1980), 396–410. DOI:http://dx.doi.org/
10.1145/358886.358895

[3] James Clawson, Ahmed Sabbir Arif, Stephen Brew-
ster, Mark Dunlop, Per Ola Kristensson, and Antti
Oulasvirta. 2015. Text Entry on the Edge. In Proceed-
ings of the 33rd Annual ACM Conference Extended
Abstracts on Human Factors in Computing Systems
(CHI EA ’15). ACM, New York, NY, USA, 2381–2384.
DOI:http://dx.doi.org/10.1145/2702613.2702660

[4] James Clawson, Stephen A. Brewster, Mark D. Dun-
lop, Per Ola Kristensson, Poika M. Isokoski, Antti
Oulasvirta, Keith Vertanen, and Annalu Waller.
2014a. The Usability of Text Entry Systems Now
and in the Future. In CHI ’14 Extended Abstracts
on Human Factors in Computing Systems (CHI EA
’14). ACM, New York, NY, USA, 1139–1142. DOI:
http://dx.doi.org/10.1145/2559206.2559217

[5] James Clawson, Thad Starner, Daniel Kohlsdorf,
David P. Quigley, and Scott Gilliland. 2014b. Texting
While Walking: An Evaluation of Mini-qwerty Text In-
put While On-the-go. In Proceedings of the 16th In-
ternational Conference on Human-computer Inter-
action with Mobile Devices and Services (Mobile-
HCI ’14). ACM, New York, NY, USA, 339–348. DOI:
http://dx.doi.org/10.1145/2628363.2628408

Workshop Summary #chi4good, CHI 2016, San Jose, CA, USA

3474

http://dx.doi.org/10.1109/ISWC.2012.21
http://dx.doi.org/10.1145/358886.358895
http://dx.doi.org/10.1145/358886.358895
http://dx.doi.org/10.1145/2702613.2702660
http://dx.doi.org/10.1145/2559206.2559217
http://dx.doi.org/10.1145/2628363.2628408


[6] David Dearman, Amy Karlson, Brian Meyers, and Ben
Bederson. 2010. Multi-modal Text Entry and Selection
on a Mobile Device. In Proceedings of Graphics In-
terface 2010 (GI ’10). Canadian Information Process-
ing Society, Toronto, Ont., Canada, Canada, 19–26.
http://dl.acm.org/citation.cfm?id=1839214.1839219

[7] Mark D. Dunlop and Andrew Crossan. 2000. Pre-
dictive text entry methods for mobile phones. Per-
sonal Technologies 4, 2-3 (2000), 134–143. DOI:
http://dx.doi.org/10.1007/BF01324120

[8] Andrew Fowler, Kurt Partridge, Ciprian Chelba, Xi-
aojun Bi, Tom Ouyang, and Shumin Zhai. 2015. Ef-
fects of Language Modeling and Its Personalization on
Touchscreen Typing Performance. In Proceedings of
the 33rd Annual ACM Conference on Human Factors
in Computing Systems (CHI ’15). ACM, New York, NY,
USA, 649–658. DOI:http://dx.doi.org/10.1145/2702123.
2702503

[9] Vittorio Fuccella, Poika Isokoski, and Benoit Mar-
tin. 2013. Gestures and Widgets: Performance
in Text Editing on Multi-touch Capable Mobile De-
vices. In Proceedings of the SIGCHI Conference
on Human Factors in Computing Systems (CHI
’13). ACM, New York, NY, USA, 2785–2794. DOI:
http://dx.doi.org/10.1145/2470654.2481385

[10] Sanjay Ghosh and Anirudha Joshi. 2014. Text Entry
in Indian Languages on Mobile: User Perspectives.
In Proceedings of the India HCI 2014 Conference on
Human Computer Interaction (IndiaHCI ’14). ACM,
New York, NY, USA, Article 55, 9 pages. DOI:http:
//dx.doi.org/10.1145/2676702.2676710

[11] Mayank Goel, Leah Findlater, and Jacob O. Wob-
brock. 2012. WalkType: using accelerometer data
to accomodate situational impairments in mobile
touch screen text entry. In CHI Conference on Hu-
man Factors in Computing Systems, CHI ’12, Austin,

TX, USA - May 05 - 10, 2012. 2687–2696. DOI:
http://dx.doi.org/10.1145/2207676.2208662

[12] Eve Hoggan, Stephen A. Brewster, and Jody John-
ston. 2008. Investigating the Effectiveness of Tactile
Feedback for Mobile Touchscreens. In Proceedings of
the SIGCHI Conference on Human Factors in Com-
puting Systems (CHI ’08). ACM, New York, NY, USA,
1573–1582. DOI:http://dx.doi.org/10.1145/1357054.
1357300

[13] Christian Holz and Patrick Baudisch. 2011. Under-
standing Touch. In Proceedings of the SIGCHI Confer-
ence on Human Factors in Computing Systems (CHI
’11). ACM, New York, NY, USA, 2501–2510. DOI:
http://dx.doi.org/10.1145/1978942.1979308

[14] Maryam Kamvar and Shumeet Baluja. 2007. The Role
of Context in Query Input: Using Contextual Signals to
Complete Queries on Mobile Devices. In Proceedings
of the 9th International Conference on Human Com-
puter Interaction with Mobile Devices and Services
(MobileHCI ’07). ACM, New York, NY, USA, 405–412.
DOI:http://dx.doi.org/10.1145/1377999.1378046

[15] Clare-Marie Karat, Christine Halverson, Daniel Horn,
and John Karat. 1999. Patterns of Entry and Correc-
tion in Large Vocabulary Continuous Speech Recog-
nition Systems. In Proceedings of the SIGCHI Con-
ference on Human Factors in Computing Systems
(CHI ’99). ACM, New York, NY, USA, 568–575. DOI:
http://dx.doi.org/10.1145/302979.303160

[16] Andreas Komninos, Emma Nicol, and Mark D. Dunlop.
2015. Designed with Older Adults to Support Bet-
ter Error Correction in SmartPhone Text Entry: The
MaxieKeyboard. In Proceedings of the 17th Interna-
tional Conference on Human-Computer Interaction
with Mobile Devices and Services Adjunct (Mobile-
HCI ’15). ACM, New York, NY, USA, 797–802. DOI:
http://dx.doi.org/10.1145/2786567.2793703

Workshop Summary #chi4good, CHI 2016, San Jose, CA, USA

3475

http://dl.acm.org/citation.cfm?id=1839214.1839219
http://dx.doi.org/10.1007/BF01324120
http://dx.doi.org/10.1145/2702123.2702503
http://dx.doi.org/10.1145/2702123.2702503
http://dx.doi.org/10.1145/2470654.2481385
http://dx.doi.org/10.1145/2676702.2676710
http://dx.doi.org/10.1145/2676702.2676710
http://dx.doi.org/10.1145/2207676.2208662
http://dx.doi.org/10.1145/1357054.1357300
http://dx.doi.org/10.1145/1357054.1357300
http://dx.doi.org/10.1145/1978942.1979308
http://dx.doi.org/10.1145/1377999.1378046
http://dx.doi.org/10.1145/302979.303160
http://dx.doi.org/10.1145/2786567.2793703


[17] Per Ola Kristensson, Stephen Brewster, James Claw-
son, Mark Dunlop, Leah Findlater, Poika Isokoski,
Benoît Martin, Antti Oulasvirta, Keith Vertanen, and
Annalu Waller. 2013. Grand Challenges in Text En-
try. In CHI ’13 Extended Abstracts on Human Factors
in Computing Systems (CHI EA ’13). ACM, New York,
NY, USA, 3315–3318. DOI:http://dx.doi.org/10.1145/
2468356.2479675

[18] Per Ola Kristensson, James Clawson, Mark Dunlop,
Poika Isokoski, Brian Roark, Keith Vertanen, Annalu
Waller, and Jacob Wobbrock. 2012. Designing and
Evaluating Text Entry Methods. In CHI ’12 Extended
Abstracts on Human Factors in Computing Systems
(CHI EA ’12). ACM, New York, NY, USA, 2747–2750.
DOI:http://dx.doi.org/10.1145/2212776.2212711

[19] Per Ola Kristensson and Keith Vertanen. 2014. The
Inviscid Text Entry Rate and Its Application As a Grand
Goal for Mobile Text Entry. In Proceedings of the 16th
International Conference on Human-computer Inter-
action with Mobile Devices and Services (Mobile-
HCI ’14). ACM, New York, NY, USA, 335–338. DOI:
http://dx.doi.org/10.1145/2628363.2628405

[20] I. Scott MacKenzie and R. William Soukoreff. 2003.
Phrase Sets for Evaluating Text Entry Techniques.
In CHI ’03 Extended Abstracts on Human Factors in
Computing Systems (CHI EA ’03). ACM, New York,
NY, USA, 754–755. DOI:http://dx.doi.org/10.1145/
765891.765971

[21] Jillian Madison. 2012. Damn You, Autocorrect! Ran-
dom House.

[22] Katie A. Siek, Yvonne Rogers, and Kay H. Connelly.
2005. Fat Finger Worries: How Older and Younger
Users Physically Interact with PDAs. In Proceed-
ings of the 2005 IFIP TC13 International Conference

on Human-Computer Interaction (INTERACT’05).
Springer-Verlag, Berlin, Heidelberg, 267–280. DOI:
http://dx.doi.org/10.1007/11555261_24

[23] Keith Vertanen and Per Ola Kristensson. 2009. Para-
keet: A Continuous Speech Recognition System for
Mobile Touch-screen Devices. In Proceedings of the
14th International Conference on Intelligent User In-
terfaces (IUI ’09). ACM, New York, NY, USA, 237–246.
DOI:http://dx.doi.org/10.1145/1502650.1502685

[24] Keith Vertanen and Per Ola Kristensson. 2011. A Ver-
satile Dataset for Text Entry Evaluations Based on
Genuine Mobile Emails. In Proceedings of the 13th
International Conference on Human Computer In-
teraction with Mobile Devices and Services (Mobile-
HCI ’11). ACM, New York, NY, USA, 295–298. DOI:
http://dx.doi.org/10.1145/2037373.2037418

[25] Keith Vertanen and Per Ola Kristensson. 2014. Com-
plementing Text Entry Evaluations with a Composition
Task. ACM Transactions on Computer-Human Inter-
actions 21, 2, Article 8 (Feb. 2014), 33 pages. DOI:
http://dx.doi.org/10.1145/2555691

[26] Keith Vertanen, Haythem Memmi, Justin Emge,
Shyam Reyal, and Per Ola Kristensson. 2015. Ve-
lociTap: Investigating Fast Mobile Text Entry Using
Sentence-Based Decoding of Touchscreen Keyboard
Input. In Proceedings of the 33rd Annual ACM Con-
ference on Human Factors in Computing Systems
(CHI ’15). ACM, New York, NY, USA, 659–668. DOI:
http://dx.doi.org/10.1145/2702123.2702135

[27] Shumin Zhai and Per Ola Kristensson. 2012. The
Word-gesture Keyboard: Reimagining Keyboard In-
teraction. Communications of the ACM 55, 9 (Sept.
2012), 91–101. DOI:http://dx.doi.org/10.1145/2330667.
2330689

Workshop Summary #chi4good, CHI 2016, San Jose, CA, USA

3476

http://dx.doi.org/10.1145/2468356.2479675
http://dx.doi.org/10.1145/2468356.2479675
http://dx.doi.org/10.1145/2212776.2212711
http://dx.doi.org/10.1145/2628363.2628405
http://dx.doi.org/10.1145/765891.765971
http://dx.doi.org/10.1145/765891.765971
http://dx.doi.org/10.1007/11555261_24
http://dx.doi.org/10.1145/1502650.1502685
http://dx.doi.org/10.1145/2037373.2037418
http://dx.doi.org/10.1145/2555691
http://dx.doi.org/10.1145/2702123.2702135
http://dx.doi.org/10.1145/2330667.2330689
http://dx.doi.org/10.1145/2330667.2330689

	Background
	Organizers
	Website
	Pre-Workshop Plans
	Workshop Structure
	Post-Workshop Plans
	Call for Participation
	References



