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ABSTRACT 
Typing programs can be difcult or impossible for programmers 
with motor impairments. Programming by voice can be a promising 
alternative. In this research, we explored the perceptions of motor-
impaired programmers with regard to programming by voice. We 
learned that leveraging existing voice-based programming plat-
forms to speak code can be more complicated than it needs to be. 
The interviewees expressed their frustration with long hours of 
memorizing unnatural commands in order to enter code by voice. 
In addition, we found a preference for being able to speak code in a 
fexible manner without requiring strict adherence to a grammar. 
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1 INTRODUCTION 
Professionals from diverse disciplines in both industry and 
academia are forced to constantly type [6]. Programmers mostly 
rely on a keyboard and a mouse to input programs. Such reliance 
on a keyboard and a mouse may create a barrier for people with 
disabilities to learning or successfully pursuing careers in computer 
science or related felds. In a 2022 survey of 70,000 Stack Overfow 
developers, 0.35% said they could not or had difculty typing [7]. 
Practicing software engineers with no motor impairments may also 
develop acquired conditions such as Repetitive Strain Injury (RSI) 
as a result of constantly typing. An individual with RSI may lose 
the ability to type entirely but their cognitive ability and desire to 
program may remain unafected. 
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Software developers with motor impairments have created sys-
tems for their own use and for those willing to devote a large 
amount of efort to learn a new spoken language. Tavis Rudd, a 
software developer with RSI built a system that allowed him to 
write code by voice. Tavis Rudd’s spoken Python language [10] 
requires users to learn a complex set of over 1000 commands. Af-
ter developing severe hand pain, Ryan Hileman left his full-time 
job as a software engineer and started developing Talon1. Talon 
is a freeware software that enables hands-free input via speech 
recognition and eye tracking. Both Talon and Tavis Rudd’s systems 
do not have the ability to perform natural language processing 
and the commands have to match exactly with the system’s com-
mands. After being diagnosed with RSI, Rick Mohr built Vocola2, 
a spoken command language to control a computer. Serenade3, a 
leading voice programming platform nowadays, was created out 
of need when co-founder Matt Wiethof was diagnosed with RSI. 
Serenade also requires that spoken commands precisely match the 
commands that the system understands. However, their techniques 
can be signifcantly more productive than typing for users willing 
to invest time learning the commands. 

Prior research has explored how programmers might code by 
voice when recognition is performed by a human (i.e. a Wizard 
of Oz experiment) [8, 9], or by asking programmers to read pre-
written code aloud [1]. Researchers have also developed voice-based 
systems to write code that required learning a complex command 
language [1, 3–5, 9, 11]. According to an evaluation of a voice pro-
gramming system [2], programmers needed extensive training to 
master the commands. We think, rather than attempt to build a 
working interface, the very frst step towards developing a robust 
voice programming system is to understand target users’ needs 
and preferences. Our paper serves to investigate the preferences of 
seven programmers who depend on voice programming interfaces 
for their careers. We explored their thoughts on current voice pro-
gramming systems, the difculties they encountered while using 
voice to enter programs, and what they expect from a future voice 
programming system. 

2 INTERVIEWS WITH MOTOR-IMPAIRED 
PROGRAMMERS 

We conducted semi-structured interviews with seven program-
mers with motor impairments. Our goal was to understand the 
perceptions of programmers with disabilities. All participants were 
native English speakers. Table 1 presents the details about the pro-
grammers with motor impairments we interviewed. Programming 

1https://talonvoice.com/ 
2http://vocola.net/ 
3https://serenade.ai/ 
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Participant Gender Current job Physical condition Programming Experience 

P1 female graduate student chronic musculoskeletal pain 8 years 
P2 male web developer neurological accident 6-7 years 
P3 female graduate student spinal muscular atrophy 20 years 
P4 female academic researcher small fber neuropathy 16 years 
P5 male professor congenital upper limb defciency 17 years 
P6 male academic researcher upper limb musculoskeletal disorder 6 years 
P7 male software architect temporary repetitive strain injury 24 years 

Table 1: Details about the programmers with motor impairments we interviewed. 

experience ranged from 6–20 years. All participants wrote pro-
grams almost everyday. All used a combination of mouse, keyboard, 
and voice to program. All used voice user interfaces for tasks like 
writing emails and getting directions. 

2.1 Study Design 
The study consisted of a questionnaire followed by a set of open-
ended questions. The questionnaire included demographic ques-
tions, participants’ experience with voice user interfaces, and their 
programming experience. See our supplementary materials for the 
exact interview questions. We asked participants to rate their ex-
perience on a 7-point Likert scale. For the open-ended questions, 
we frst asked participants to describe their experience with voice 
user interfaces for tasks other than programming. Then they spoke 
about their experience of using voice programming tools as well 
as the difculties they encountered in entering programs by voice. 
Additionally, we asked participants how they imagine writing a 
program using an intelligent and highly accurate future voice pro-
gramming system. Participants also explained what they thought 
would be the most challenging part of programming by voice. Fi-
nally, participants were asked whether they have any privacy or 
social concerns regarding using a voice programming system, and 
in what circumstances they thought programming by voice would 
be useful. We conducted the interviews via videoconferencing soft-
ware. Participants were paid $20 for taking part in the study. 

2.2 Data Analysis 
We transcribed the interview recordings and read the transcripts 
repeatedly. To better understand the participants’ perspectives, 
we employed thematic analysis on the interview data. We frst 
derived codes from the interview data and then grouped the similar 
codes together into broader themes. The resulting themes helped us 
identify signifcant information in the data. Finally, we revisited the 
transcripts to make sure whether the themes accurately refected 
the entire data and the study’s objective. 

3 RESULTS 
From the quantitative analysis of the questionnaire data, we found 
six participants used voice interfaces for tasks such as writing 
emails and getting directions. Two participants strongly agreed 
and four participants agreed that speech interfaces sometimes had 
trouble understanding them. Five participants strongly agreed that 
they were expert programmers. Four participants agreed and three 
participants strongly agreed that they frequently wrote programs. 

From the thematic analysis of the qualitative data, we found fve 
themes: experience, vision, challenges, privacy, and usefulness. The 
resulting themes along with the description and the corresponding 
quotes are presented in Table 2. 

Theme: Experience. All participants indicated they took fre-
quent breaks while writing programs. All participants used both 
Dragon Naturally Speaking and Voice Code. Three of them cur-
rently use Talon Voice to dictate programs. One participant said 
that existing voice programming technologies can dictate simple 
words accurately like print, insert tabs, and add punctuation like 
single and double quotes. Two participants stated that the tech-
nologies they used to program by voice were not well documented. 
In addition, the interviewees mentioned that the existing systems 
forced them to learn a large number of commands. Learning these 
commands required many hours and the process was frustrating 
and stressful. Two participants said that the system occasionally 
misrecognized a very long command and they found it annoying 
and time-consuming to input the command again. 

Theme: Vision. Five participants mentioned that they wish 
they could write programs via natural language. They also men-
tioned that there should be a mechanism to distinguish between 
words that sound the same in English but signify diferent things 
in the context in which they were stated (e.g. the word “to” and the 
number “two”). Participants thought an intelligent voice program-
ming system should be able to incorporate corrections. According 
to one participant, it would be useful to be able to navigate through 
the code and edit a specifc word on a certain line. 

Theme: Challenges. Six participants thought variable names 
would be very challenging to dictate as they are sometimes not 
normal spoken words. Two participants expressed that dictating 
new variables is hard and they wish there were a mechanism to 
save all previously used variable names for faster dictation. Two 
participants talked about writing comments: dictating a bunch of 
symbols in the code and then switching to English to dictate com-
ments was a real challenge. Indentation would be a big challenge 
while writing Python code according to three participants. Partici-
pants pointed out that dictating code from scratch and editing code 
by voice that already exists are two distinct things. The majority of 
the participants mentioned that navigating through the code and 
correcting errors would be challenging. 

Theme: Privacy. Two participants were concerned about us-
ing a cloud-based recognizer as it’s uncertain how the data would 
be used and who would access it. Two other participants men-
tioned they would be concerned about privacy if they had to speak 
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Themes Description Illustrative quotes 

Experience 
Experience of using 
voice user interfaces 
to write code 

“It’s certainly not doing natural language processing in interpreting 
your commands but they try to make them feel like a natural command, 
and I think sometimes they do it at the expense of the power and 
unambiguous nature that you could get.” (P1) 

“There’s no documentation, for what does what.” (P2) 

“A lot of people bounce of of dictating code when they start because 
it’s really annoying and unpleasant to learn all these commands.” (P4) 
“I’m going to assume something closer to like the Star Trek computer that 
has a lot of natural language processing.” (P2) 

Vision 
Vision of a future 
voice programming 
system 

“I guess it would be more similar to the experience of pair programming 
with someone.” (P4) 

“I wish we had a dynamically typed language that is processing in the 
background and telling you where the errors are appearing as you’re 
writing the code and you can jump to the errors relatively easily.” (P5) 

Challenges 
Parts of program 
difcult to input 
by voice 

“Switching between comments and the rest of your code is I think 
a little hard because those are really two diferent modes." (P4) 

“There are some real challenges with variable names that might not 
normal spoken word." (P1) 

be 

Privacy 
Privacy or social concerns 
of using a voice 
programming interface 

“I have privacy concerns about using voice interfaces when I’m not in a 
private place and can be overheard.” (P1) 

“I really wouldn’t want a voice interface that’s like living in the cloud.” (P4) 

“I would never use a cloud-based speech recognizer to write programs as 
it’s hard to know what information is gathered and who might have 
access to it.” (P6) 
“People won’t be intimidated by the task of typing by hand, so it would 
give them more energy and focus on actually solving the problem” (P3) 

Usefulness 
Circumstances in which 
programming by voice 
would be most useful 

“For people who are on the verge of developing RSI and also for people 
who can’t type in the frst place.” (P7) 

“I would probably continue to use a voice interface, even if I’m recovered 
and could use a keyboard all the time and had no pain as I can just like lean 
back in my chair during easy things that I’m talking through.” (P4) 

Table 2: Thematic analysis on the interview data. 

programs in a place where others could hear them. Others said 
they wouldn’t be concerned about privacy as long as the data is 
anonymous. 

Theme: Usefulness. All participants thought programming by 
voice would be useful for people with motor impairments like 
themselves. Two participants stated that programming by voice 
would also be useful for people with no motor impairments as 
they can relax while speaking easy parts of a program. Another 
participant mentioned that programming by voice would be useful 
for people who program as part of their job as they could focus more 
on problem-solving. According to the participants, programmers 
who do not have RSI but slowly developing it need to type a bit less 
and programming by voice could be very useful for them. 

4 DISCUSSION 
Most of the programmers with motor impairments we interviewed 
found today’s speech recognition technology helpful in certain 
contexts such as writing emails. But this did not extend to more 
specialized contexts such as creating content in markup languages 
such as HTML and LaTeX or creating programs in languages such 
as Python. In cases where interviewees were using speech for such 
tasks, the solutions employed were awkward and required sub-
stantial training; they adapted to the limitations of the technology 
rather than the other way around. There is plenty of data available 
to train a speech recognizer that understands natural language, 
but very limited data exists to train a recognizer that understands 
programs. Further research is required to investigate how to collect 
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a large number of spoken programs to train a speech recognizer 
that would be good at recognizing code. 

Learning complex commands might make it difcult to learn 
how to program by voice. It may also create a barrier for novice 
programmers trying to learn to program, e.g. in an introductory 
programming course. One efective way to get around this problem 
is to input programs using natural language. We believe improving 
the language model used by the speech recognizer would be an 
essential step to supporting naturally spoken code input. 

Programming is not only about writing code. Programmers must 
be able to navigate through the code, edit the code, debug their 
code and correct the errors. Making these interactions accessible 
to people with diverse motor abilities will be challenging. While 
current voice-based systems focus on inputting code from scratch, 
further study is needed to understand voice based debugging and 
code correction. 

In theory, programming languages are more predictable than 
natural languages because they have strict grammar rules. But this 
gets complicated by user-defned names such as variable names and 
function names. Variable names may contain abbreviated words 
and mixed capitalization which makes them less predictable. Fur-
thermore, it is not apparent whether programmers will speak a 
line of code using its exact syntax, or more naturally. A key step 
in developing an intelligent voice programming system would be 
to investigate how programmers speak various programs and user-
defned names. 

A 2018 article in Nature described two motor-impaired program-
mers’ experience of using existing voice programming systems 
[6]. Our interview study of seven motor-impaired programmers 
provides new insights into some of the signifcant challenges in 
programming by voice (e.g. speaking variable names and editing 
code), as well as the type of future system that motor-impaired 
programmers envision. 

5 CONCLUSIONS 
In conclusion, our interviews revealed that, despite the existence of 
several voice programming systems, motor-impaired programmers 
had a desire for a more natural and purpose-built solution. It also 
highlighted their frustrations with the accuracy of current systems, 
as well as the challenges in dictating code. While the challenges 
are many, we think a practical and naturally spoken programming 
system would be valuable to many and should be feasible given 
recent advances in speech and natural language processing. 
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